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1
TUNING PROCESS FOR A HANDHELD
SCANNER

CROSS-REFERENCE TO RELATED
APPLICATIONS

Not applicable.

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

Not applicable.

BACKGROUND OF THE TECHNOLOGY

The present technology relates to optical imaging systems,
and more specifically, to a tuning process for a handheld
scanner.

One of the most common imaging system configurations is
a handheld scanner typically used for reading symbols, fonts
or marks on packages or articles. It is important for imaging
systems to achieve a quality scan so the image can be elec-
tronically searched, stored more compactly, displayed on-
line, and used in a variety of machine related processes,
including machine translation, text-to-speech, symbol verifi-
cation and text mining applications.

With a handheld scanner, it can be necessary to tune the
scanning device to ensure accurate and timely acquisition of
presented target symbols. Current prior devices include mul-
tiple lighting options to ensure accurate acquisition of a pre-
sented target symbol. Other prior devices provided variable
focus functionality to allow for better presented target symbol
acquisition. Further devices allowed for both variable focus
functionality and variable lighting functionality which could
present a user with a complex set of parameters that must be
user configured in order to effectively tune a handheld scan-
ner.

When illumination is integrated into an imaging system,
and more particularly a handheld scanner, the distribution of
illumination on an object usually varies with the distance
between the object and the vision sensor in the handheld
scanner. Proper light distribution is especially important in
applications such as reading dot-peen 2D codes with low-
angle illumination or verification of direct part marking
(DPM) codes, for example.

Furthermore, in handheld scanner applications, it can be
difficult to keep the handheld scanner at a proper focal dis-
tance where the depth of field is very small, such as when a
mark is very small or includes low contrast. As with any
imaging device, providing quality results for each image scan
can be difficult taking into consideration the numerous vari-
ables that affect the quality of an image scan.

With the introduction of variable lighting and focus param-
eters, the complexity of properly configuring a scanning
device has increased significantly. Often, a user is forced to
configure the scanner using an elaborate configuration inter-
face. The configuration interface often requires the use of a
personal computer (PC) and dedicated software to properly
tune the scanning device.

Stationary scanning devices have overcome some of the
above issues by incorporating an auto-tuning functionality.
However, handheld scanners have presented a more difficult
platform to provide with auto-tuning functionality. This is
often due to the inconsistent orientation between the scanner
and the target symbol due to the movement of the user holding
the scanner.
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Therefore, what is needed are systems and methods that
can allow for a handheld scanner to have an auto-tuning
functionality that can account for deficiencies in current
handheld scanners.

BRIEF SUMMARY OF THE TECHNOLOGY

The present embodiments overcome the aforementioned
problems by providing methods and systems for auto-tuning
ahandheld scanner. The methods and systems can estimate or
measure the relative motion of the scanner and presented
symbol to determine the orientation of presented symbols
contained in captured images and use only those images
where the orientation of the presented symbol is substantially
similar to the presented symbol in a first presented image.
First, the symbol found in the first image can be compared to
the symbol in the subsequent image in order to ensure the
image is of the same physical symbol mark. In practice,
properties of the physical symbol mark such as number of
rows and columns or encoded data can be used. In some
applications, identical symbol marks may be present and in
this instance other constraints such as maximum acceptable
reader motion may be used. After the symbol in the first and
subsequent images is confirmed to be identical, the compari-
son of the orientation of the first presented symbol and the
orientation of the subsequent presented symbol can be used to
abort or otherwise modify the tuning process. Alternative
embodiments include restarting the tuning using the subse-
quent symbol orientation as the new first symbol orientation,
ignoring the subsequent image parameters from the tuning
process, and retesting the subsequent image parameters by
acquiring a new image with the same parameters as the sub-
sequent image capture.

Accordingly, embodiments of the present technology
include a method for tuning a handheld scanning device. The
method comprises capturing a first image, the first image
containing a presented symbol; recording at least one orien-
tation parameter of the presented symbol contained in the first
image; recording at least one of a plurality of parameters
associated with capturing the first image containing the pre-
sented symbol; capturing a subsequent image, the subsequent
image containing the presented symbol; recording at least one
orientation parameter of the presented symbol contained in
the subsequent image; comparing the at least one orientation
parameter of the presented symbol contained in the subse-
quent image to the at least one orientation parameter of the
presented symbol contained in the first image; determining if
the at least one orientation parameter of the presented symbol
contained in the subsequent image is substantially similar to
the at least one orientation parameter of the presented symbol
contained in the first image; and recording at least one of a
plurality of parameters associated with capturing the subse-
quent image containing the presented symbol when the at
least one orientation parameter of the presented symbol con-
tained in the subsequent image is substantially similar to the
at least one orientation parameter of the presented symbol
contained in the first image.

In accordance with another embodiment of the technology,
embodiments of the present technology include a method for
auto-tuning a handheld scanning device. The method com-
prises capturing a first image, the first image containing a
presented symbol; recognizing the presented symbol con-
tained in the first image; recording at least one orientation
parameter of the presented symbol contained in the first
image; recording at least one of a plurality of parameters
associated with capturing the first image containing the pre-
sented symbol; capturing a subsequent image, the subsequent
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image containing the presented symbol; recognizing the pre-
sented symbol contained in the subsequent image; recording
at least one orientation parameter of the presented symbol
contained in the subsequent image; comparing the at least one
orientation parameter of the presented symbol contained in
the subsequent image to the at least one orientation parameter
of the presented symbol contained in the first image; deter-
mining if the at least one orientation parameter of the pre-
sented symbol contained in the subsequent image is substan-
tially similar to the at least one orientation parameter of the
presented symbol contained in the first image; and perform-
ing a non-substantially similar orientation function when the
at least one orientation parameter of the presented symbol
contained in the subsequent image is not substantially similar
to the at least one orientation parameter of the presented
symbol contained in the first image.

In accordance with another embodiment of the technology,
embodiments of the present technology include an auto-tun-
ing handheld scanning device for recognizing presented sym-
bols. The device comprises an image sensor; amemory opera-
tively coupled to the image sensor; and a processor
operatively coupled to the image sensor and the memory, the
processor programmed to perform the steps of: capturing a
first image with the image sensor, the first image containing a
presented symbol; storing at least one orientation parameter
of the presented symbol contained in the first image in the
memory; storing at least one of a plurality of parameters
associated with capturing the first image containing the pre-
sented symbol; capturing a subsequent image with the image
sensor, the subsequent image containing the presented sym-
bol; storing at least one orientation parameter of the presented
symbol contained in the subsequent image in the memory;
comparing the at least one orientation parameter of the pre-
sented symbol contained in the subsequent image to the at
least one orientation parameter of the presented symbol con-
tained in the first image; determining if the at least one ori-
entation parameter of the presented symbol contained in the
subsequent image is substantially similar to the at least one
orientation parameter of the presented symbol contained in
the first image; storing at least one of a plurality of parameters
associated with capturing the presented symbol contained in
the subsequent image in the memory when the at least one
orientation parameter of the presented symbol contained in
the subsequent image is substantially similar to the at least
one orientation parameter of the presented symbol contained
in the first image; and performing a tuning process based on at
least one of the plurality of parameters stored in the memory.

To the accomplishment of the foregoing and related ends,
the embodiments, then, comprise the features hereinafter
fully described. The following description and annexed draw-
ings set forth in detail certain illustrative aspects of the tech-
nology. However, these aspects are indicative of but a few of
the various ways in which the principles of the technology can
be employed. Other aspects, advantages and novel features of
the technology will become apparent from the following
detailed description of the technology when considered in
conjunction with the drawings.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 is a perspective view of a typical handheld scanning
device;

FIG. 2 is a schematic view of a typical handheld scanning
device;
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FIG. 3 is a schematic view of a typical memory of a hand-
held scanning device according to embodiments of the tech-
nology;

FIG. 4 is a flow chart showing an embodiment of an auto-
tuning process according to embodiments of the technology;

FIG. 5 is a representative view of applying a bounding area
to a first found image of a presented symbol;

FIG. 6 is a representative view of using a bounding area to
determine a change of a position of a presented symbol;

FIG. 71is a representative view of using a bounding area and
a subsequent bounding area to determine a change of position
of a presented symbol;

FIG. 8 is a representative view of using a bounding area to
determine an increase in size of a presented symbol;

FIG. 9is a representative view of using a bounding area and
asubsequent bounding area to determine an increase in size of
a presented symbol;

FIG. 10 is a representative view of using a bounding area to
determine a decrease in size of a presented symbol;

FIG. 11 is a representative view of using a bounding area
and a subsequent bounding area to determine an decrease in
size of a presented symbol;

FIG. 12 is arepresentative view of determining a change in
angle of a presented symbol;

FIG. 13 is a representative view of using a bounding area
and a subsequent bounding area to determine a change in
angle of a presented symbol;

FIG. 14 is arepresentative view of determining a change in
perspective of a presented symbol; and

FIG. 15 is a representative view of using a bounding area
and a subsequent bounding area to determine a change in
perspective of a presented symbol.

While the technology is susceptible to various modifica-
tions and alternative forms, specific embodiments thereof
have been shown by way of example in the drawings and are
herein described in detail. It should be understood, however,
that the description herein of specific embodiments is not
intended to limit the technology to the particular forms dis-
closed, but on the contrary, the intention is to cover all modi-
fications, equivalents, and alternatives falling within the spirit
and scope of the technology as defined by the appended
claims.

DETAILED DESCRIPTION OF THE
TECHNOLOGY

The various aspects of the subject technology are now
described with reference to the annexed drawings, wherein
like reference numerals correspond to similar elements
throughout the several views. It should be understood, how-
ever, that the drawings and detailed description hereafter
relating thereto are not intended to limit the claimed subject
matter to the particular form disclosed. Rather, the intention is
to cover all modifications, equivalents, and alternatives fall-
ing within the spirit and scope of the claimed subject matter.

As used herein, the terms “component,” “system,”
“device” and the like are intended to refer to either hardware,
a combination of hardware and software, software, or soft-
ware in execution. The word “exemplary” is used herein to
mean serving as an example, instance, or illustration. Any
aspect or design described herein as “exemplary” is not nec-
essarily to be construed as preferred or advantageous over
other aspects or designs.

Furthermore, the disclosed subject matter may be imple-
mented as a system, method, apparatus, or article of manu-
facture using standard programming and/or engineering tech-
niques and/or programming to produce hardware, firmware,
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software, or any combination thereof to control an electronic
based device to implement aspects detailed herein.

Unless specified or limited otherwise, the terms “con-
nected,” and “coupled” and variations thereof are used
broadly and encompass both direct and indirect mountings,
connections, supports, and couplings. Further, “connected”
and “coupled” are not restricted to physical or mechanical
connections or couplings. As used herein, unless expressly
stated otherwise, “connected” means that one element/fea-
ture is directly or indirectly connected to another element/
feature, and not necessarily electrically or mechanically.
Likewise, unless expressly stated otherwise, “coupled”
means that one element/feature is directly or indirectly
coupled to another element/feature, and not necessarily elec-
trically or mechanically.

As used herein, the term “processor” may include one or
more processors and memories and/or one or more program-
mable hardware elements. As used herein, the term “proces-
sor” is intended to include any of types of processors, CPUs,
microcontrollers, digital signal processors, or other devices
capable of executing software instructions.

Asused herein, the term “memory” includes a non-volatile
medium, e.g., a magnetic media or hard disk, optical storage,
or flash memory; a volatile medium, such as system memory,
e.g., random access memory (RAM) such as DRAM, SRAM,
EDO RAM, RAMBUS RAM, DR DRAM, etc.; or an instal-
lation medium, such as software media, e.g., a CD-ROM, or
floppy disks, on which programs may be stored and/or data
communications may be buffered. The term “memory” may
also include other types of memory or combinations thereof.

Embodiments of the technology are described below by
using diagrams to illustrate either the structure or processing
of embodiments used to implement the embodiments of the
present technology. Using the diagrams in this manner to
present embodiments of the technology should not be con-
strued as limiting of its scope. The present technology con-
templates a handheld scanning device having an auto-tuning
functionality that can account for changes in the orientation
between the scanner and a presented symbol.

The various embodiments of an automatic tuning process
will be described in connection with a handheld scanner, the
scanner adapted to acquire an image of a presented symbol.
That is because the features and advantages of the technology
are well suited for this purpose. Still, it should be appreciated
that the various aspects of the technology can be applied in
other forms of imaging systems, including fixed mount imag-
ing systems that may benefit from an auto tuning process
having the features described herein.

Referring now to FIGS. 1 and 2, the present technology
will be described in the context of an exemplary handheld
scanner 100 including a housing 110 having a grip section
102, abody/barrel section 104 with a trigger 111, a user input
device 114, a CCD or other type of image sensor 158, optics/
lenses 106, a motion sensor or accelerometer 150, a processor
108, one or more LEDs 132, a speaker/audio component 134,
a power source, e.g., a battery 156, a memory 152 and a light
source/subassembly 154. In one embodiment, the optics/
lenses 106 can be a liquid lens type. In an alternative embodi-
ment, the optics/lenses 106 can have a variable focus func-
tion. Each of the processor 108, motion sensor 150, battery
156, optics 106, memory 152 and light source 154 can be
mounted in or otherwise supported by housing 110. Processor
108 can be linked to each of motion sensor 150, battery 156,
memory 152, optics 106, camera/image sensor 158, light
source 154, LEDs 132 and speaker/audio component 134.
Processor 108 can execute programs stored in memory 152 to
perform inventive processes.
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In one embodiment, the light source 154 can provide illu-
mination substantially parallel to a FOV axis 118 to provide a
bright field illumination source. In a further embodiment,
light source 154 can provide illumination nearly perpendicu-
lar to the FOV axis 118 to provide a dark field illumination
source. Dark field illumination sources can result in a dark
image with 3D features of a presented symbol 112 reflecting
light back into the sensor 158.

Optics 106 focus a field of view 116 ona CCD or other type
of image sensor device 158 within handheld scanner 100
which in turn generates data comprising an image of items
located within the field of view 116. Field of view 116 is
centered along a FOV axis 118. Thus, when the field of view
116 is directed toward a presented symbol 112 applied on a
surface 128 of an item 130 and reader 100 is activated to
generate an image, an image including the presented symbol
112 can be obtained.

Referring now to FIG. 3, a block diagram of the memory
152 can be seen illustrating a non-limiting embodiment of
possible data stored in the memory 152 of the handheld scan-
ner 100. In one embodiment, the memory 152 can contain a
plurality of tuning capture parameters 300. The tuning cap-
ture parameters 300 can be used to control how a presented
image 112 is captured. The tuning capture parameters 300 can
comprise a plurality of previously stored tuning capture
parameters 300. In one embodiment, the tuning capture
parameters 300 can be stored temporarily in the memory 152
of the handheld scanner 100 during manufacturing. In a fur-
ther embodiment, the tuning capture parameters 300 can be
tuning capture parameters 300 from previous auto-tuning
processes 200 that were stored in the memory 152 of the
handheld scanner 100. In a further embodiment, the tuning
capture parameters 300 can be parameters that are to be
determined during the current auto-tuning process 200.

In one embodiment, the tuning capture parameters 300 can
include lighting parameters 302. The lighting parameters 302
can be comprised of a bright field lighting parameter or a dark
field lighting parameter. In a further embodiment, the lighting
parameters 302 can be a combination of the bright field light-
ing parameter and the dark field lighting parameter. In a
further embodiment, the lighting parameters 302 can be the
number of illumination sources 154 present on the handheld
scanner 100. In a further embodiment, the lighting parameters
302 can include a position of the illumination sources 154. In
a further embodiment, the lighting parameters 302 can
include the type of illumination source 154 present on the
handheld scanner 100. In yet another embodiment, the light-
ing parameters 302 can include the intensity of the illumina-
tion sources 154 present on the handheld scanner 100. In a
further embodiment, the lighting parameters 302 can include
the illumination duration of the illumination sources 154
present on the handheld scanner 100.

In still a further embodiment, the tuning capture param-
eters 300 can include a plurality of focus parameters 304. In
one embodiment, the plurality of focus parameters 304 can be
areader-to-object distance of the focal plane parameter of the
image sensor 158. In a further embodiment, the plurality of
focus parameters 304 can include a diopter parameter. In a
further embodiment, the plurality of focus parameters 304
can include an aperture size parameter of the optics/lenses
106. In still another embodiment, the plurality of focus
parameters can include a calibrated distance from handheld
scanner 100 to a best focal plane.

In further embodiments, parameters such as a plurality of
contrast threshold parameters 306, a plurality of decode time
parameters 308, a plurality of enabled symbology parameters
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310, and a plurality of exposure time parameters 342 can also
be included in the tuning capture parameters 300.

Referring now to FIG. 4, a process flow chart for an auto-
tuning process 200 can be seen. At process block 202, a user
can activate an auto-tuning process 200. In one embodiment,
the user can activate the auto-tuning process 200 by manually
actuating the user input device 114 on the handheld scanner
100. In further embodiments, the handheld scanner 100 can
automatically initiate the auto-tuning process 200 when a
user depresses the trigger 111.

Once the auto-tuning process 200 has been activated, at
process block 204, the auto-tuning process 200 can initiate a
tuning capture process 226. In one embodiment, initiating the
tuning capture process 226 can include selecting an initial
value for the tuning capture parameters 300. The initial value
for the tuning capture parameters 300 can be a pre-set value
for the tuning capture parameters 300 set in the memory 152.
In another embodiment, the initial value for the tuning cap-
ture parameters 300 can be a value based on a previous auto-
tuning process 200.

In one embodiment, the tuning capture process 226 initi-
ated at process block 204 can be a progressive sampling
process as is known in the art. In the progressive sampling
process, a plurality of found symbol parameters 320 are cap-
tured for various values of the tuning capture parameters 300
by capturing an acquired image 312 of a presented symbol
112. Initially, the values of the tuning capture parameters 300
can be varied in coarse step values. As a non-limiting
example, there can exist one hundred focus parameters 304.
The tuning capture process 226 in a first phase can capture a
plurality of acquired images 312 using a focus parameter 304
interval of twenty-five (i.e., 0, 25, 50, 75, 100). Once the
tuning capture parameters 300 varied in coarse steps are
evaluated, a coarse initial region of the best tuning capture
parameters 300 can be determined by the tuning capture
process 226. Images can then be acquired of the found symbol
using the values of the tuning capture parameters 300 within
the coarse initial region determined by the tuning capture
process 226. As a non-limiting example, the tuning capture
process 226 in a second phase can then capture a plurality of
acquired images 312 using a refined focus parameter interval
of'ten (i.e., 60, 70, 80, 90) within the coarse initial region. The
successive refinement tuning capture process 226 can con-
tinue in this fashion, reducing the region of tuning capture
parameter 300 values until the region of tuning capture
parameter 300 values obtain a level of granularity required to
provide effective symbol recognition. In one embodiment,
the required granularity level can be pre-programmed into the
handheld scanner 100. In an alternative embodiment, the
required granularity level can by dynamically determined
based on the presented symbols 112 being captured. In further
embodiments, it should be known that the tuning capture
process 226 can be a multi-resolution type, a multi-scale type,
or a pyramid type tuning capture process 226. It is to be
appreciated that in the successive refinement tuning capture
process 226, use of any or combinations of the focus param-
eters 304 described above is contemplated.

At decision block 206, the auto-tuning process 200 can
determine if the tuning capture process 226 has been com-
pleted. In one embodiment, the image capture process 226
can be determined to be complete when the found symbol
parameters 320 are recorded for the values of the tuning
capture parameters 300 at the smallest granular level required
to ensure symbol recognition.

If the image capture process 226 has not yet been com-
pleted, the auto-tuning process 200, at process block 208, can
direct the handheld scanner 100 to capture an acquired image
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312 of a presented symbol 112 by modifying a value of the
tuning capture parameters 300. In one embodiment, the modi-
fied values of the tuning capture parameters 300 can include
modifying values of the lighting parameters 302, focus
parameters 304, or any other tuning capture parameters 300
available in the auto-tuning process 200. In a further embodi-
ment, modifying the value of the tuning capture parameters
300 can include modifying the value of a combination of the
tuning capture parameters 300 available in the auto-tuning
process 200.

At decision block 210, the auto-tuning process 200 can
determine if the presented symbol 112 was successfully
found in the acquired image 312. In one embodiment, the
auto-tuning process 200 can determine if a presented symbol
112 was successfully found where the presented symbol 112
is recognized. In a further embodiment, the auto-tuning pro-
cess 200 can determine if a presented symbol 112 was suc-
cessfully found by using decoded data and trusting the data is
correct due to the specified error-detection capability of cer-
tain symbology types (Reed-Solomon, check-sum, parity bit,
etc) on the presented symbol. In a further embodiment the
auto-tuning process 200 can determine if a presented symbol
112 was successfully found by using the number of rows and
columns, error correction type, error correction level or
capacity or other properties of the physical mark. In a further
embodiment, the auto-tuning process can determine if a pre-
sented symbol 112 was successfully found by applying a
pattern matching algorithm to the presented symbol 112. In a
further embodiment, an OCR algorithm can be applied to the
presented symbol where the presented symbol 112 is a string
of'text to determine if the presented symbol 112 was success-
fully found. In a further embodiment, other metrics such as
symbol orientation, scale, may be used to determine if the
presented symbol 112 was successfully found. In a further
embodiment, the auto-tuning process 200 can determine if a
presented symbol 112 was successfully found by comparing
a pattern of the presented symbol 112 to a derived matching
metric such as a combination of matched decoded data and
symbol orientation. Other matching metrics derived from
other methods or in a combination with methods described
above are contemplated.

If the presented symbol 112 was not successfully found,
the auto-tuning process 200 can return to process block 208
and again attempt to successfully acquire an image of the
presented symbol 112. If the presented symbol 112 is suc-
cessfully found, the auto-tuning process 200 can then evalu-
ate, at decision block 212, if the found presented symbol 112
was a first found symbol image 314 acquired in the auto-
tuning process 200.

At process block 224, if the auto-tuning process 200 deter-
mines that the acquired image 312 of the presented symbol
112 is the first found symbol image 314 to be acquired of the
presented symbol 112 in the auto-tuning process 200, the
auto-tuning process 200 can store the first found symbol
image 314 of the presented symbol 112 into the memory 152
of the handheld scanner 100. In further embodiment, the
auto-tuning process 200 can store the first found symbol
image 314 of the presented symbol 112 into the memory 152
of the handheld scanner 100 temporarily.

In one embodiment, at process block 224, the auto-tuning
process 200 can record a plurality orientation parameters 316
of a first found symbol 362 in the first found symbol image
314 of the presented symbol 112. The plurality of orientation
parameters 316 can include, for example, an x-y position 334,
an angle 336, a size 338 and/or a perspective 340. In one
embodiment, the auto-tuning process 200 can record at least
one of the plurality of orientation parameters 316. In other
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embodiments, only a single orientation parameter 316 may be
recorded. In alternate embodiments, a plurality of orientation
parameters 316 may be recorded.

Turning briefly to FIG. 5, a bounding area 402 can be
determined around the first found symbol 362 in the first
found symbol image 314. In one embodiment, the bounding
area 402 can represent the presented symbol 112 orientation.
In another embodiment, the bounding area 402 can define the
location of the presented symbol 112. In one embodiment, the
bounding area 402 can be in the x-y direction. In a further
embodiment, the bounding area 402 is setto have alarger area
than the area covered by the first found symbol 362 in the first
found symbol image 314. In a further embodiment, the auto-
tuning process 200 can calculate the bounding area 402 to be
a set percentage larger than the first found symbol 362 in the
first found symbol image 314. In a further embodiment, the
bounding area 402 can be 10%-100% larger than the first
found symbol 362 in the first found symbol image 314.

Returning now to FIG. 4, and continuing with process
block 224, the auto-tuning process 200 can also record the
found symbol parameters 320 associated with the first found
symbol 362 in the first found symbol image 314. In one
embodiment, the plurality of found symbol parameters 320
can be a symbol quality parameter 322. In a further embodi-
ment, the found symbol parameters 320 can be a symbol
recognition time parameter 324. In a further embodiment, the
found symbol parameters 320 can be a sharpness parameter
326. In one embodiment, the found symbol parameters 320
can be a contrast parameter 328. In yet a further embodiment,
the found symbol parameters 320 can be a luminance param-
eter 330.

In determining that the acquired image 312 of the pre-
sented symbol 112 is not the first found symbol image 314 to
be acquired of the presented symbol 112, at process block
214, the auto-tuning process 200 can store the acquired image
312 as a subsequent found symbol image 318 of the presented
symbol 112 into the memory 152 of the handheld scanner
100.

Turning now briefly to FIG. 6 as an example, a subsequent
bounding area 404 can also be determined around a subse-
quent found symbol 360 in the subsequent found symbol
image 318. In one embodiment, the subsequent bounding
area 404 can represent the presented symbol 112 orientation.
In another embodiment, the subsequent bounding area 404
can define the location of the presented symbol 112. In one
embodiment, the subsequent bounding area 404 can be in the
x-y direction. In a further embodiment, the subsequent
bounding area 404 is set to have a larger area than the area
covered by the subsequent found symbol 360 in the subse-
quent found symbol image 318. In a further embodiment, the
auto-tuning process 200 can calculate the subsequent bound-
ing area 404 to be a set percentage larger than the subsequent
found symbol 360 in the subsequent found symbol image
318. In a further embodiment, the subsequent bounding area
404 can be 10%-100% larger than the first found symbol 362
in the first found symbol image 314.

Continuing with process block 214, in one embodiment,
the auto-tuning process 200 can store the orientation param-
eter 316 of the subsequent found symbol 360 in the subse-
quent found symbol image 318 in the memory 152 of the
handheld scanner 100. In a further embodiment, the orienta-
tion parameter 316 can be an x-y position 334. In a further
embodiment, the orientation parameter 316 can an angle 336.
In yet a further embodiment, the orientation parameter 316
can be a size 338. In a further embodiment, the orientation
parameter 316 can be a perspective 340.
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At decision block 216, the auto-tuning process 200 can
compare the orientation parameter 316 of a first found symbol
362 in the first found symbol image 314 to the orientation
parameter 316 of the subsequent found symbol 360 in the
subsequent found symbol image 318. Continuing with deci-
sion block 216, the auto-tuning process 200 can evaluate a
difference between the first found symbol 362 in the first
found symbol image 314 and the subsequent found symbol
360 in the subsequent found symbol image 318 by comparing
the positions of the first found symbol 362 in the first found
symbol image 314 and the subsequent found symbol 360 in
the subsequent found symbol image 318 in the same plane to
determine if the orientation of the first found symbol 362 in
the first found symbol image 314 and the subsequent found
symbol 360 in the subsequent found symbol image 318 are
substantially similar.

In one embodiment, the auto-tuning process 200, by evalu-
ating whether the orientation parameter 316 of the first found
symbol 362 in the first found symbol image 314 and the
subsequent found symbol 360 in the subsequent found sym-
bol image 318 are substantially similar, can determine if the
user has moved the handheld scanner 100 during the auto-
tuning process 200, and/or that the presented image 112 has
moved. In one embodiment, if the auto-tuning process 200
determines that the orientation between the presented symbol
112 and the handheld scanner 100 has changed by an unac-
ceptable degree, the auto-tuning process 200 can return to
process block 208 to attempt the auto-tuning process 200
again.

Turning to FIG. 6, in one embodiment, the auto-tuning
process 200 can determine if the subsequent found symbol
360 of the subsequent found symbol image 318 is substan-
tially similar to the orientation parameter 316 of the first
found symbol 362 in the first found symbol image 314 by
evaluating whether the subsequent found symbol 360 in the
subsequent found symbol image 318 is located within the
bounding area 402 of the first found symbol image 314 in the
x and/or y directions. In a further embodiment, the auto-
tuning process 200 can determine if the subsequent found
symbol 360 in the subsequent found symbol image 318 is
substantially similar to the orientation parameter 316 of the
first found symbol 362 in the first found image 314 where the
position of the subsequent found symbol 360 in the subse-
quent found symbol image 318 does not vary by more than a
pre-determined value in the x and/or y directions from the
bounding area 402 of the first found symbol image 314. In a
further embodiment, as a non-limiting example, the pre-de-
termined value can be 50%. In a further embodiment, the user
can select the pre-determined value.

Turning now to FIG. 7, in a further embodiment, the auto-
tuning process 200 can determine if the subsequent found
symbol 360 in the subsequent found symbol image 318 is
substantially similar to the orientation parameter 316 of the
first found symbol 362 in the first found image 314 by evalu-
ating whether the subsequent bounding area 404 is located
within the bounding area 402 of the first found symbol image
314 in the x and/or y directions. In a further embodiment, the
auto-tuning process 200 can determine if the subsequent
found symbol 360 in the subsequent found symbol image 318
is substantially similar to the orientation parameter 316 of the
first found symbol 362 in the first found symbol image 314
where the subsequent bounding area 404 does not vary by
more than a pre-determined value in the x and/or y direction
from the bounding area 402 of the first found symbol image
314. In a further embodiment, as a non-limiting example, the
pre-determined value can be 50%. In a further embodiment,
the user can select the pre-determined value.
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In still a further embodiment, the auto-tuning process 200
can determine if the subsequent found symbol 360 in the
subsequent found symbol image 318 is substantially similar
to the orientation parameter 316 of the first found symbol 362
in the first found symbol image 314 where a center 452 of the
subsequent bounding area 404 does not vary by more than a
pre-determined value in the x and/or y directions from a
center 450 of the bounding area 402 of the first found symbol
image 314. In a further embodiment, the auto-tuning process
200 can determine if the subsequent found symbol 360 in the
subsequent found symbol image 318 is substantially similar
to the orientation parameter 316 of the first found symbol 362
in the first found symbol image 314 where the center 452 of
the subsequent bounding area 404 is located within the
bounding area 402 of the first found symbol image 314.

In further embodiments, the auto-tuning process 200 can
compare the size 338 of first found symbol 362 in the first
found symbol image 314 and the size 338 of the subsequent
found symbol 360 in the subsequent found symbol image 318
to determine if the images are substantially similar. In one
embodiment, the size may be measured by the area of the
symbol. In another embodiment, the size may be measured by
the number of foreground or number of background pixels of
the symbol.

Turning now to FIG. 8, in one embodiment, the auto-tuning
process 200 can determine if the size 338 of the first found
symbol 362 in the first found symbol image 314 and the size
338 of the subsequent found symbol 360 in the subsequent
found symbol image 318 are not substantially similar if the
area of the subsequent found symbol 360 is not within an
acceptable scale delta of the bounding area 402 of the first
found symbol 362 in the first found image 314. In one
embodiment, as a non-limiting example, the acceptable scale
delta can be a 50% delta. In another embodiment, the user can
select the acceptable scale delta.

Turning now to FIG. 9, in another embodiment, the auto-
tuning process 200 can determine if the size 328 of the first
found symbol 362 in the first found symbol image 314 and the
size 338 of the subsequent found symbol 360 in the subse-
quent found symbol image 318 are not substantially similar if
the area of the subsequent bounding area 404 of the subse-
quent found symbol image 318 exceeds the bounding area
402 of the first found symbol image 314 by a pre-determined
value. In one embodiment, as a non-limiting example, the
pre-determined value can be 50%. In another embodiment,
the user can select the pre-determined value.

Turning now to FIG. 10, in one embodiment, the auto-
tuning process 200 can determine if the size 338 of the first
found symbol 362 in the first found symbol image 314 of the
and the size 338 of the subsequent found symbol 360 in the
subsequent found symbol image 318 are not substantially
similar if the area of the subsequent found symbol 360 in the
subsequent found symbol image 318 is less than a pre-deter-
mined value of the area of the bounding area 402 of the first
found symbol image 314. In a further embodiment, as a
non-limiting embodiment, the pre-determined value can be
50%. In another embodiment, the user can select the pre-
determined value.

Turning now to FIG. 11, in one embodiment, the auto-
tuning process 200 can determine if the size 338 of the first
found symbol 362 in the first found symbol image 314 and the
size 338 of the subsequent found symbol 360 in the subse-
quent found symbol image 318 are not substantially similar if
the area of the subsequent bounding area 404 of the subse-
quent found symbol image 318 is less than a pre-determined
value of the area of the bounding area 402 of the first found
symbol image 314. In one embodiment, as a non-limiting
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example, the pre-determined value can be 50%. In another
embodiment, the user can select the pre-determined value.

In still further embodiments, the auto-tuning process 200
can compare the angle 336 of the first found symbol 362 in the
first found symbol image 314 and the angle 336 of the sub-
sequent found symbol 360 in the subsequent found symbol
image 318 to determine if the first found symbol 362 in the
first found symbol image 314 and the subsequent found sym-
bol 360 in the subsequent found symbol image 318 are sub-
stantially similar. In one embodiment, the auto-tuning pro-
cess 200 can determine that the angle 336 of the first found
symbol 362 in the first found symbol image 314 and the angle
336 of the subsequent found symbol 360 in the subsequent
found symbol image 318 are substantially similar if the angle
336 of the subsequent found symbol 360 in the subsequent
found symbol image 318 is within 10 degrees, as a non-
limiting example, of the angle 336 of the first found symbol
362 in the first found symbol image 314.

Turning now to FIG. 12, in one embodiment, the auto-
tuning process 200 can determine if the angle 336 of the first
found symbol 362 in the first found symbol image 314 and the
angle 336 of the subsequent found symbol 360 in the subse-
quent found symbol image 318 are not substantially similar if
the relative position of the four-corners 418, 420, 422, 424 of
the subsequent found symbol 360 in the subsequent found
symbol image 318 ofthe presented symbol 112 vary by more
than a pre-determined value from the four-corners 418, 420,
422, 424 of the first found symbol 362 in the first found
symbol image 314. In one embodiment, the pre-determined
value can be a 10% variation in relative positions. In another
embodiment, the user can select the pre-determined value.

Turning now to FIG. 13, in one embodiment, the auto-
tuning process 200 can determine if the angle 336 of the first
found symbol 362 in the first found symbol image 314 and the
angle 336 of the subsequent found symbol 360 in the subse-
quent found symbol image 318 are not substantially similar if
the relative position of the four-corners 410, 412, 414, 416 of
the subsequent bounding area 404 vary by more than a pre-
determined value from the relative position of the four-cor-
ners 410, 412, 414, 416 of the bounding area 402 of the first
found symbol image 314. In one embodiment, the pre-deter-
mined value can be a 10% variation in relative positions. In
another embodiment, the user can select the pre-determined
value.

In still further embodiments, the auto-tuning process 200
can compare the perspective 340 of the first found symbol 362
in the first found symbol image 314 and the perspective 340 of
the subsequent found symbol 360 in the subsequent found
symbol image 318 to determine if the first found symbol 362
in the first found symbol image 314 and the subsequent found
symbol 360 in the subsequent found symbol image 318 are
substantially similar. In one embodiment, the auto-tuning
process 200 can determine that the perspective 340 of the first
found symbol 362 in the first found symbol image 314 and the
perspective 340 of the subsequent found symbol 360 in the
subsequent found symbol image 318 are substantially similar
if the perspective 340 of the subsequent found symbol 360 in
the subsequent found symbol image 318 is within 10 degrees,
as a non-limiting example, of the perspective 340 of the first
found symbol 362 in the first found symbol image 314.

Turning now to FIG. 14, in one embodiment, the auto-
tuning process 200 can determine if the perspective 340 of the
first found symbol 362 in the first found symbol image 314
and the perspective 340 of the subsequent found symbol 360
in the subsequent found symbol image 318 are not substan-
tially similar if the relative distance between the four-corners
418,420, 422, 424 of the subsequent found symbol 360 in the
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subsequent found symbol image 318 vary by more than a
pre-determined value from the distance between the four-
corners 418, 420,422, 424 of the first found symbol 362 in the
first found symbol image 314. In one embodiment, the pre-
determined value can be a 10% variation in relative distance.
In another embodiment, the user can select the pre-deter-
mined value.

Turning now to FIG. 15, in one embodiment, the auto-
tuning process 200 can determine if the perspective 340 of the
first found symbol 362 in the first found symbol image 314
and the perspective 340 of the subsequent found symbol 360
in the subsequent found symbol image 318 are not substan-
tially similar if the relative distance between the four-corners
410,412,414, 416 of the subsequent bounding area 404 of the
subsequent found image 318 vary by more than a pre-deter-
mined value from the distance between the four-corners 410,
412, 414, 416 of the bounding area 402 of the first found
symbol image 314. In one embodiment, the pre-determined
value can be a 10% variation in relative distance. In another
embodiment, the user can select the pre-determined value.

The auto-tuning process 200, determining that the subse-
quent found symbol 360 in the subsequent image 318 is not
substantially similar to the first found symbol 362 in the first
found symbol image 314, can return to process block 208 to
attempt to acquire a subsequent found symbol 360 in subse-
quent found symbol image 318 that is substantially similar to
the first found symbol 362 in the first found symbol image
314.

In one embodiment, the auto-tuning process 200, at deci-
sion block 216, determining that the first found symbol 362 in
the first found symbol image 314 of the presented symbol 112
and the subsequent found symbol 360 in the subsequent
found image 318 of the presented symbol 112 are not sub-
stantially similar, can, at process block 228, execute a non-
substantially similar orientation function 346. In one embodi-
ment, the non-substantially similar orientation function 346
can contain a non-substantially similar orientation value 352.
In one embodiment, the non-substantially similar orientation
value 352 can be a non-substantially similar orientation
counter 348. In an alternate embodiment, the non-substan-
tially similar orientation value 352 can be a non-substantially
similar orientation timer 350. In one embodiment, if the auto-
tuning process 200 determines that the first found symbol 362
in the first found symbol image 314 and the subsequent found
symbol 360 in the subsequent found symbol image 318 are
not substantially similar, the auto-tuning process 200 can
increment the non-substantially similar orientation counter
348. In still a further embodiment, when the auto-tuning
process 200 determines that the first found symbol 362 in the
first found symbol image 314 and the subsequent found sym-
bol 360 in the subsequent found symbol image 318 are not
substantially similar, the auto-tuning process 200 can begin
the non-substantially similar orientation timer 350. In a fur-
ther embodiment, the tuning capture process can be re-initi-
ated at process block 204. At decision block 230, the auto-
tuning process 200 can determine if the non-substantially
similar orientation value 352 exceeds a pre-determined value.
In one embodiment, at decision block 230, the auto-tuning
process 200 can return to process block 208 were the substan-
tially similar orientation value 352 does not exceed the pre-
determined value.

Continuing with decision block 230, in one embodiment,
the auto-tuning process 200 can initiate an alternate operation
function 364 at process block 232 when the non-substantially
similar orientation value 352 exceeds a pre-determined value.
In one embodiment, the auto-tuning process 200 may initiate
the alternate operation function 364 at process block 232 after
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20 failed attempts, as a non-limiting example. In a further
embodiment, at process block 232 the auto-tuning process
200 can initiate the alternate operation function 364 if the
auto-tuning process 200 does not capture a first found symbol
362 in the first found symbol image 314 and a subsequent
found symbol 360 in the subsequent found symbol image 318
that are substantially similar within a pre-determined amount
of time. In one embodiment, as a non-limiting example, the
pre-determined time can be five seconds. In a further embodi-
ment, as a non-limiting example, the pre-determined time can
be one-half second. In yet a further embodiment, the pre-
determined time can be a variable time set by a user.

In one embodiment, the alternate operation function 364
can abort the auto-tuning process 200. In one embodiment,
aborting the auto-tuning process 200 can delete all found
parameters 320 collected during the current auto-tuning pro-
cess 200 can be removed from the memory 152. In a further
embodiment, the auto-tuning process 200 can abort the cur-
rent auto-tuning process 200 at process block 232 and re-
initiate the tuning capture process 226 at process block 204.

In a further embodiment, the alternate operation function
364 can be a restart function. The restart function can restart
the auto-tuning process 200. The restart function can be ini-
tiated where the orientation parameters 316 of the subsequent
found symbol 360 in the subsequent found images 318
change rapidly compared to the orientation parameters 316 of
the first found symbol 362 in the first found symbol image
314, followed by consistent orientation parameters 316 of the
subsequent found symbol 360 in the subsequent found sym-
bol image 318, indicating that the relationship between the
position of the handheld scanner 100 and the presented sym-
bol 112 has stabilized. In one embodiment, the restart func-
tion can ignore the found symbol parameters 320 associated
with the first found symbol image 314, reset the tuning cap-
ture parameters 300 and restart the auto-tuning process 200.

In further embodiments, the alternate operation function
364 can be aresume function. The resume function can ignore
spurious found symbol parameters 320 captured during the
auto-tuning process 200 and continue the auto-tuning process
200. In a further embodiment, the alternate operation function
364 can be a retest function. The retest function can capture a
subsequent found symbol image 318 using previous tuning
capture parameters 300 to verify the found symbol param-
eters 320.

The auto-tuning process 200, determining that a subse-
quent found symbol 360 in the subsequent found symbol
image 318 is substantially similar to a first found symbol 362
in the first found symbol image 314 can record the tuning
capture parameters 300 and the found symbol parameters 320
in the memory 152 at process block 218. Upon recording the
tuning capture parameters 300 and the found symbol param-
eters 320, the auto-tuning process 200 can again evaluate, at
decision block 206, whether the tuning capture process 226
has been completed Where the tuning capture process 226 is
not complete, the auto-tuning process 200 can return to pro-
cess block 208 to continue the auto-tuning process 200.

The auto-tuning process 200, determining at decision
block 206 that the tuning capture process 226 has been com-
pleted, can proceed to process step 220 and compute the best
and/or average tuning capture parameters 300 by evaluating
the found symbol parameters 320 in combination with the
tuning capture parameters 300. In one embodiment, once the
best and/or average plurality of tuning capture parameters
300 are determined, the auto-tuning process 200 can be com-
pleted at process block 222.

Although the present technology has been described with
reference to preferred embodiments, workers skilled in the art
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will recognize that changes may be made in form and detail
without departing from the spirit and scope of the technology.
For example, the present technology is not limited to a tuning
process for a handheld scanner, and may be practiced with
other scanner related systems. For example, although a hand-
held system is shown and described above, the scanning
system can be a fixed mount system. In a fixed mount system,
the symbol to be imaged can be moving that could make the
tuning process more complicated.

The particular embodiments disclosed above are illustra-
tive only, as the technology may be modified and practiced in
different but equivalent manners apparent to those skilled in
the art having the benefit of the teachings herein. Further-
more, no limitations are intended to the details of construction
or design herein shown, other than as described in the claims
below. It is therefore evident that the particular embodiments
disclosed above may be altered or modified and all such
variations are considered within the scope and spirit of the
technology. Accordingly, the protection sought herein is as
set forth in the claims below.

What is claimed is:

1. A method for auto-tuning a handheld scanning device,
the method comprising the steps of:

capturing a first image, the first image containing a pre-

sented symbol;

recording at least one orientation parameter of the pre-

sented symbol contained in the first image;

recording at least one of a plurality of parameters associ-

ated with capturing the first image containing the pre-
sented symbol;

capturing a subsequent image, the subsequent image con-

taining the presented symbol;
recording at least one orientation parameter of the pre-
sented symbol contained in the subsequent image;

comparing the at least one orientation parameter of the
presented symbol contained in the subsequent image to
the at least one orientation parameter of the presented
symbol contained in the first image;

determining if the at least one orientation parameter of the

presented symbol contained in the subsequent image is
substantially similar to the at least one orientation
parameter of the presented symbol contained in the first
image; and

recording at least one of a plurality of parameters associ-

ated with capturing the subsequent image containing the
presented symbol when the at least one orientation
parameter of the presented symbol contained in the sub-
sequent image is substantially similar to the at least one
orientation parameter of the presented symbol contained
in the first image.

2. The method of claim 1, further comprising performing a
tuning process based on at least one of the recorded plurality
of parameters.

3. The method of claim 2, further comprising capturing
subsequent images containing the presented symbol until the
tuning process is completed.

4. The method of claim 1, further comprising performing a
non-substantially similar function when the at least one ori-
entation parameter of the presented symbol contained in the
subsequent image is not substantially similar to the at least
one orientation parameter of the presented symbol contained
in the first image.

5. The method of claim 4, wherein the non-substantially
similar function can initiate an alternate operation function
when a substantially similar orientation parameter of the pre-
sented symbol contained in the subsequent image is not deter-
mined within a pre-determined time period.
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6. The method of claim 5, wherein the alternate operation
function can abort the auto-tuning process.

7. The method of claim 5, wherein the alternate operation
function can restart the auto-tuning process.

8. The method of claim 5, wherein the alternate operation
function can resume the auto-tuning process.

9. The method of claim 5, wherein the alternate operation
function can retest the at least one of a plurality of parameters
associated with capturing the subsequent image containing
the presented symbol.

10. The method of claim 5, wherein the pre-determined
time period is a range of about 0.5 seconds to about 5 seconds.

11. The method of claim 1, wherein the at least one orien-
tation parameter of the presented symbol can be a position of
the presented symbol in at least one of the first image and the
subsequent image.

12. The method of claim 1, wherein the at least one orien-
tation parameter of the presented symbol can be a size of the
presented symbol in at least one of the first image and the
subsequent image.

13. The method of claim 1, wherein the at least one orien-
tation parameter of the presented symbol can be an angle of
the presented symbol in at least one of the first image and the
subsequent image.

14. The method of claim 1, wherein the at least one orien-
tation parameter of the presented symbol can be a perspective
of the presented symbol in at least one of the first image and
the subsequent image.

15. The method of claim 1, wherein the at least one of a
plurality of parameters can be a presented symbol quality
parameter.

16. The method of claim 1, wherein the at least one of a
plurality of parameters can be a luminance parameter.

17. The method of claim 1, further comprising placing a
bounding area around the presented symbol contained in the
first image.

18. The method of claim 15, wherein the bounding area
represents the at least one orientation parameter of the pre-
sented symbol.

19. A method for auto-tuning a handheld scanning device,
the method comprising the steps of:

capturing a first image, the first image containing a pre-

sented symbol;

recognizing the presented symbol contained in the first

image;

recording at least one orientation parameter of the pre-

sented symbol contained in the first image;

recording at least one of a plurality of parameters associ-

ated with capturing the first image containing the pre-
sented symbol;

capturing a subsequent image, the subsequent image con-

taining the presented symbol;

recognizing the presented symbol contained in the subse-

quent image;
recording at least one orientation parameter of the pre-
sented symbol contained in the subsequent image;

comparing the at least one orientation parameter of the
presented symbol contained in the subsequent image to
the at least one orientation parameter of the presented
symbol contained in the first image;

determining if the at least one orientation parameter of the

presented symbol contained in the subsequent image is
substantially similar to the at least one orientation
parameter of the presented symbol contained in the first
image; and

performing a non-substantially similar function when the

at least one orientation parameter of the presented sym-
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bol contained in the subsequent image is not substan-
tially similar to the at least one orientation parameter of
the presented symbol contained in the first image.

20. The method of claim 19, wherein the non-substantially
similar function can abort the auto-tuning process where a
substantially similar orientation parameter of the presented
symbol contained in the subsequent image is not determined
within a pre-determined time period.

21. The method of claim 19, further including recording at
least one of a plurality of parameters associated with captur-
ing the subsequent image containing the presented symbol
when the at least one orientation parameter of the presented
symbol contained in the subsequent image is substantially
similar to the at least one orientation parameter of the pre-
sented symbol contained in the first image.

22. An auto-tuning handheld scanning device for recogniz-
ing presented symbols, the device comprising:

an image sensor;

a memory operatively coupled to the image sensor; and

aprocessor operatively coupled to the image sensor and the

memory, the processor programmed to perform the steps

of:

capturing a first image with the image sensor, the first
image containing a presented symbol;

storing at least one orientation parameter of the pre-
sented symbol contained in the first image in the
memory;

storing at least one of a plurality of parameters associ-
ated with capturing the first image containing the
presented symbol in the memory;

capturing a subsequent image with the image sensor, the
subsequent image containing the presented symbol;

storing at least one orientation parameter of the pre-
sented symbol contained in the subsequent image in
the memory;
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comparing the at least one orientation parameter of the
presented symbol contained in the subsequent image
to the at least one orientation parameter of the pre-
sented symbol contained in the first image;

determining if the at least one orientation parameter of
the presented symbol contained in the subsequent
image is substantially similar to the at least one ori-
entation parameter of the presented symbol contained
in the first image;

storing at least one of a plurality of parameters associ-
ated with capturing the presented symbol contained in
the subsequent image in the memory when the at least
one orientation parameter of the presented symbol
contained in the subsequent image is substantially
similar to the at least one orientation parameter of the
presented symbol contained in the first image; and

performing a tuning process based on at least one of the
plurality of parameters stored in the memory.

23. The device of claim 22, wherein the processor is further
programmed to perform the step of placing a bounding area
around the presented symbol in at least the first image and the
second image.

24.The device of claim 23, wherein the wherein the bound-
ing area can represent the at least one orientation parameter of
the presented symbol.

25. The device of claim 22, wherein the handheld scanning
device is held by a user, and further wherein the user maneu-
vers the handheld scanning device to recognize the presented
symbol.

26. The device of claim 23, wherein the presented symbol
can be at least one of a stationary symbol and a moving
symbol.



